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It is well-known that with three agents and more, Bayesian monotonicity and the self-
selection condition are both necessary and sufficient for Bayesian implementation in a 
general environment. Matsushima (1993) identified a condition, Condition 1, which is 
equivalent to Bayesian monotonicity under the strict self-selection (SSS) condition in an 
environment with side payments. This paper identifies a condition that is equivalent to 
Bayesian monotonicity under the self-selection condition in an environment with side 
payments when the prior probability is independently distributed. This condition identified 
here is weak in that its combination with the self-selection condition is weaker than the SSS 
condition. 
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8 
I. Introduction 

 
Bayesian implementation considers the problem of implementing a social choice 

function in an environment with incomplete information among the agents. Since 
the socially desirable outcome depends on agents’ private information, it may be 
possible that agents do not have the incentive to correctly reveal their private 
information. This need to give agents the right incentives acts as a constraint both 
on the kind of decentralized procedures which can be used as well as on the class of 
socially desired outcome which can be implemented. Bayesian incentive 
compatibility of a social choice function is simply the requirement that each agent 
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has the incentive to truthfully reveal his or her information when all other agents 
report their information truthfully. More accurately, a social choice function is said 
to be incentive compatible if truth-telling is a Bayesian Nash equilibrium of the 
direct mechanism in which agents report their private information and the outcome 
is the social choice function to the socially desired outcome. The revelation 
principle states that if an allocation is incentive compatible, then it can be produced 
as the equilibrium outcome to the direct mechanism. By this principle, incentive 
compatibility of a social choice function is necessary for it to be implemented 
through a Bayesian Nash equilibrium of any mechanism. However, incentive 
compatibility is only half of the implementation problem. A mechanism applied to 
an incentive compatible social choice function may possess other equilibria (which 
do not correspond to the socially desired outcome). Full implementation refers to 
designing a mechanism that resolves this multiplicity problem by ensuring that all 
equilibria correspond the socially desired outcome in each information state, and 
requires some condition to incentive compatibility. For brevity, we drop the word 
“full” and simply refer to it here as “implementation.” 

The Bayesian approach to implementation with incomplete information was 
initiated by Postlewaite and Schmeidler (1986). They characterized implementable 
social choice set for exchange economies in which information is nonexclusive1 and 
there are at least three agents. Under the nonexclusive information, a Bayesian 
monotonicity condition is necessary and sufficient for implementation in an 
economy, provided that there are at least three agents. However, nonexclusive 
information is restrictive. Their information restriction excludes many models of 
interest such as those employed to study auctions, public good provision, and 
optimal trading mechanisms with incomplete information. In these models and in 
most others, agents hold exclusively private information.  

Palfrey and Srivastava (1989a) examined implementation for exchange 
economies in which agents may have exclusive information. They showed that an 
implementable collection of social choice functions must satisfy a Bayesian 
monotonicity condition and an incentive compatibility condition. They also showed 
that the Bayesian monotonicity and a slightly stronger incentive compatible 
condition are sufficient for implementation when there are at least three agents. In 
economic environments2 with three or more agents, Jackson (1991) showed that a 
collection of social choice functions is implementable if and only if closure, 

____________________ 
1 Nonexclusive information means that each agent’s information is redundant given the collective 

information of the other agents. Under this assumption, an agent’s report of the state may be checked 
against the joint report of the other agents. Complete information is the extreme form of nonexclusive 
information.  

2 The definition of economic environments is that any given choice function and state, there are at 
least two agents who prefer to alter social choice function at that state.  
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incentive compatibility, and Bayesian monotonicity conditions are satisfied.3 
Extending the analysis to noneconomic environments, he showed that when there 
are at least three agents, closure, incentive compatibility,4 and a combination of 
monotonicity and no-veto conditions5 are sufficient for implementation. In general, 
however, it is not easy to check whether a social choice function satisfies the 
condition of Bayesian monotonicity. For restricted environments where agents’ 
preferences are represented by quasi-linear utility functions and side payments are 
possible, Matsushima (1993) introduced an easily verifiable condition, so called 
Condition 1. This means that the set of all deceptions over which Bayesian 
monotonicity restrictions have to be verified is the set of all consistent deceptions. 
Condition 1 is easier to verify than Bayesian monotonicity because Bayesian 
monotonicity restrictions have to be verified over the set of all consistent 
deceptions.6 He shows that Condition 1 is equivalent to Bayesian monotonicity 
under strict self-selection condition (SSS). Moreover, Matsushima (1993) showed 
that the following informational condition is sufficient for Condition 1: That is, 
there is no consistent deception other than truthful revelation which is called no-
consistent deception condition. He showed that with three agents or more, any 
social choice function with SSS is implementable under the no-consistent deception 
condition. Assuming that agent types are independently distributed, Palfrey and 
Srivastava (1993) showed that if no-consistent deception is satisfied and there is a 
money good, then a social choice function is incentive compatible if and only if it is 
Bayesian implementable.  

Following in the same vein as the two studies above, we identify an easily 
verifiable condition that is equivalent to Bayesian monotonicity under the self-
selection condition in a more restricted environment with side payment and private 
values.7 Assuming that the distribution of types is independent, we identify a 
condition in this environment equivalent to Bayesian monotonicity under the self-
selection condition. The condition is weak in that its combination with the self-
selection condition is weaker than the strict self-selection (SSS) condition in 

____________________ 
3 The closure condition requires that the social choice set be closed under concatenation of common 

knowledge events.  
4 The incentive compatibility is also called the self-selection. Henceforth we use self-selection 

instead of incentive compatibility.  
5 This combined condition is called Monotonicity-No-Veto (MNV). In fact MNV reduces to the 

separate condition monotonicity and No Veto Power when information is complete.  
6 The consistent deception generates the same distribution of reports by the informed agents as if 

they had all used their truthful strategies. 
7 The assumption of private values means that the utility of agent i depends on the signal he or she 

receives but not on the signals that other agents receive. In contrast, Matsushima (1993) considers a 
more general case, the so-called common values case, where the utility of agent i depends on the 
signals that all the agents receive. Thus, our private values environment is a special case of that of 
Matsushima (1993). 
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Matsushima (1993). This combination is termed the weakly strict self-selection 
(WSSS) condition. Note that WSSS condition is a sufficient condition, under 
quasi-linear utility function with side payments, for Bayesian implementation. 
Thus, Condition 1 in Matsushima (1993) is dispensed with in an environment with 
side payment and private values. This means that the satisfaction of a stronger self-
selection condition, that is, WSSS is sufficient for Bayesian implementation.  

 
 

II. The Model 
 
Let { }1, ,N n= …  denote the finite set of agents and iS  be the finite set of 

types or signals of agent i N∈ . A profile of signals defines a state 1( , , )ns s s= …  
and i N iS S∈= ×  denotes the set of possible states. 

Let ( )ip s  denote agent i ’s prior probability that agents receive the profile s  
of signals. Let is−  denote the set of signals received by other agents than the agent 
i . Let ( | )i i ip s s−  denote the conditional probability that other agents receive the 
signals is−  when the agent i  receives the signal is . We assume that the 
conditional probability is independently distributed, that is, ( | ) ( | )i i i i i ip s s p s s− − ′=  
for all i N∈ , ,i i is s S′∈ . Henceforth, for brevity, we let ( )i ip s− denote the 
probability that does not depend on i is S∈  for all i N∈ . We assume that for 
every i N∈  and every s S∈ , ( ) 0i ip s− > .8 Let A  denote the set of lotteries over 
some arbitrary finite set of alternatives. We assume unrestricted side payments with 
full transferability.  

Agent i ’s state-dependent von Neumann-Morgenstern utility function is of the 
form ( , , ) ( , )i i i i i iU a r s u a s r= +  where ir  is the transfer to agent i , and ( , )i iu a s  
is the (expected) utility which agent i  receives from the lottery a A∈  in the 
absence of any transfer payment. 

A public decision rule :x S A→  maps from states to lotteries. A transfer rule 
{ } : n

i i Nt t S R∈= →  maps from states to an n-tuple of real numbers. A social 
choice function is a pair ( , )x t  composed by a public decision rule and a transfer 
rule. Agent i ’s conditional expected utility from a social choice function ( , )x t  
when he receives the signal is  is  

 
( ( ), ( ), ) ( )

i i

i i i i
s S

U x s t s s p s
− −

−
∈
∑ . 

 
Let :i i iS Sφ →  denote a deception of agent i N∈  and iΦ  the set of all 

deceptions of agent i N∈ . Let ( )i i Nφ φ ∈= denote a profile of individual deceptions 

____________________ 
8 We assume that information is diffuse in the sense that no strict subset of agents can pool their 

information and rule out certain types of the other agents.  
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and i N i∈Φ =× Φ  denote the set of all profiles of individual deceptions. We will call 
φ  simply a deception.  

For every i N∈ , every φ ∈Φ  and every s S∈ , we define 
 

1 1( ) ( )

ˆ ( | , ) ( )[ ( )]
i i i i i i

i i i i i i i i i
s s s s

p s s p s p s s
φ φ

φ
− −

− − − − − −

− − − −
′ ′∈ ∈

′ ′= =∑ ∑ . 

 
ˆ ( | , )i i i ip s s φ− −  is the probability of observing report is−  in a direct mechanism 

given agent i ’s signal is  when the other agents use the deception iφ− . 
Now after introducing the concept of Consistent deception, we introduce that of 

No Consistent deception.  
 

Consistent deception: A deception φ  is consistent if and only if for every i N∈  
and every s S∈ , ˆ( ) [ ( | ( ))] ( | , )i i i i i i i i i ip s p s s p s sφ φ− − − −= = . 

 
This means that for every i N∈  and every s S∈ , the probability of observing 

report is−  given agent i ’s signal ( )i isφ  when agents are truthful, i.e., 
( )[ ( | ( ))]i i i i i ip s p s sφ− −= , is equivalent to the probability of observing report is−  

given agent i ’s signal is  when iφ−  is used, i.e., ˆ ( | , )i i i ip s s φ− − .  
 

No-consistent deception (NCD): NCD means that there is no consistent deception 
other than truthful revelation, i.e., ( )s sφ = .  

 
Now we introduce some conditions on the social choice function ( , )x t . 
 

Bayesian monotonicity: A social choice function ( , )x t  satisfies Bayesian 
monotonicity if it satisfies the following condition:  

 
For every deception φ , if ( , )( ( )) ( , )( )x t s x t sφ ≠  for some s S∈ , (1) 

 
then there exists i N∈ , i is S∈ , and another allocation rule ( ', ')x t  such that 

 
[ ( ( ( )), ( ( )), )] ( ) [ ( ( ( )), ( ( )), )] ( )

i i i i

i i i i i i i i i i
s S s S

U x s t s s p s U x s t s s p sφ φ φ φ
− − − −

− −
∈ ∈

′ ′ >∑ ∑ ,  (2) 

 
and for every i is S′′∈ ,  

 
[ ( ( ), ( ), )] ( )

i i

i i i i i
s S

U x s t s s p s
− −

−
′′ ∈

′′ ′′ ′′ ′′∑  

[ ( ( , ( )), ( , ( )), )] ( )
i i

i i i i i i i i i i i
s S

U x s s t s s s p sφ φ
− −

− − −
′′ ∈

′ ′′ ′ ′′ ′′ ′′≥ ∑ .      (3) 
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As mentioned in Jackson (1991), the Bayesian monotonicity condition assures the 
selective elimination of undesirable equilibria. Before suggesting intuitive  
interpretation for this condition, we introduce some definitions. A mechanism is a  

pair ( , )M g  where iM  is agent i ’s message space, 
1

n

i
i

M M
=

=∏  is the product  

of the individual message spaces and :g M A→  is an outcome function. A  
strategy for agent i  is a mapping :i i iS Mσ → . Let σ  denote the vector of 
strategies 1[ ,... , ]nσ σ σ= . the Bayesian monotonicity condition means that if 
( , )( ( )) ( , )( )x t s x t sφ ≠  for some s S∈ , then σ φD  must not be an equilibrium. 
The Bayesian monotonicity assures that in this case σ φD  can be ruled out as an 
equilibrium. The existence ( , )x t′ ′  with the stated properties allows agent i  to 
signal that φ  is being played. Inequality (2) assures that the agent is rewarded 
according to ( , )x t′ ′ , which makes him or her better off. The other part of the 
Bayesian monotonicity condition, i.e., inequality (3) assures that agent i  cannot 
gain by falsely accusing the other agents of deceiving. Notice that assuming 
independent agents’ types, ( ) ( )i i i i ip s s p s− −=  and ( ) ( )i i i i ip s s p s− −′′ ′′ ′′= .  

Now after introducing the concept of self-selection and strict self-selection, we 
introduce that of Consistent S.  

 
Self-Selection (SS): For all i N∈ , all is , is S′∈ , 

 
( ( ), ( ), ) ( ) ( ( , ), ( , ), ) ( )

i i i i

i i i i i i i i i i i i i i
s S s S

U x s t s s p s U x s s t s s s p s
− − − −

− − − −
∈ ∈

′ ′≥∑ ∑ . (4) 

 
Strict Self-Selection (SSS): For all i N∈ , all is S∈ , and all \ { )is S s′∈ ,  

 

,( ( ), ( ), ) ( ) ( ( , ), ( ), ) ( )
i i i i

i i i i i i i i i i i i i i
s S s S

U x s t s s p s U x s s t s s s p s
− − − −

− − − −
∈ ∈

′ ′>∑ ∑ . (5) 

 
SS is the property that, in the direct mechanism, each agent prefers reporting his 

or her type truthfully to misrepresenting it, as long as all other agents also truthfully 
report their types. In this case, however, SSS requires that each agent strictly prefer 
reporting his or her type truthfully to misrepresenting it.  

 
Condition S: If a social choice function ( , )x t  satisfies inequality (1) for a 
consistent deception φ , then   

 
( ( ), ( ), ) ( ) ( ( / ( )), ( / ( )), ) ( )

i i i i

i i i i i i i i i i i i i i
s S s S

U x s t s s p s U x s s t s s s p sφ φ
− − − −

− −
∈ ∈

>∑ ∑  

for some i N∈  and i is S∈ .  (6) 
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Condition S means that SSS restrictions have to be verified over the set of 
consistent deception with inequality (1). In addition, for the consistent deception 
this condition requires that there exist an agent i  who uses the deception 

( )i i is sφ ≠  and strictly prefers reporting his or her type truthfully to misrepresenting 
it. 

Note that the combination of SS and Condition S is weaker than SSS condition. 
The combination of SS and Condition S is called the weakly strict self-selection 
(WSSS) condition. This means that WSSS condition is stronger than the self-
selection condition, but it is weaker than SSS condition.  

To compare Condition S with Condition 1 in Matsushima (1993), we introduce 
the latter adapted to our current notation as follows: 

 
Condition 1: For every consistent deception φ , if ( , )x t  satisfies inequality (1), 
then  

 
[ ( ( ( )), ( ( )), ) ( ( ( )), ( ( )), )] ( )

i i

i i i i i i i i
s S

U x s t s s U x s t s s p sφ φ φ φ
− −

−
∈

′ ′ −∑    

[ ( ( , ( )), ( , ( )), ( ))
i i

i i i i i i i i i i
s S

U x s s t s s sφ φ φ
− −

− −
′ ∈

′ ′ ′ ′> ∑  

( ( , ( )), ( , ( )), ( ))] ( )i i i i i i i i i i i iU x s s t s s s p sφ φ φ− − −′ ′ ′− , for some i N∈ , and i is S∈ ,  

and another allocation rule ( , )x t′ ′ .  (7) 

 
Inequality (7) implies that the difference between agent i ’s conditional expected 

direct returns from x  and from x′  under the signal is  when φ  is used is 
larger than that under the signal ( )i isφ  when all agents are truthful. Notice that 
assuming independent agents’ types, ( ) ( )i i i i ip s s p s− −=  and ( ( ))i i i ip s sφ−′ =  

( )i ip s−′ . 
 
 

III. Main Results 
 
In the following Proposition, we directly prove the logical relation between the 

WSSS condition and Bayesian monotonicity.  
 

Proposition 1. Suppose that the agents’ types are independently distributed. Moreover, 
suppose that a social choice function satisfies SS. The social choice function satisfies 
Condition S if and only if it satisfies Bayesian monotonicity.  

 
Proof. First, we show that Condition S implies Bayesian monotonicity. Consider a 
deception that satisfies (1). We consider two cases separately for the possible forms 
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of deceptions; i.e., consistent deceptions and no consistent deceptions. 
 
Case 1 (consistent deception):  
Consider the social choice function ( , )x t′ ′  such that, irrespective of the agent i ’s 
report, given a state of i is S∈ , the social choice function ( , )( )x t s′ ′ ′ = ( , )( , )i ix t s s−′  
for all s S′∈ . 

 
(i) We show that (3) holds.  
We know that the right hand side (RHS) of inequality (3) is agent i ’s expected 

utility corresponding to the social choice function ( , )( ) ( , )( , )i ix t s x t s s−′ ′ ′′ ′′=  for all 
s S′′∈ . Moreover, we know that the left hand side (LHS) of inequality (3) 
represents agent i ’s expected utility when all agents report their type truthfully. By 
the SS condition, the LHS of inequality (3) is not less than the RHS of (3).  

 
(ii) We show that the inequality (2) holds for some i  and i is S∈ . 

The inequality (2) is equivalent to the following: 
 

[ ( ( ( )), ( ( )), ) ( ( ( )), ( ( )), )] ( ) 0
i i

i i i i i i i i
s S

U x s t s s U x s t s s p sφ φ φ φ
− −

−
∈

′ ′ − >∑ .  (8) 

 
It can be shown that (8) holds as follows: 
 

[ ( ( ( )), ( ( )), ) ( ( ( )), ( ( )), )] ( )
i i

i i i i i i i i
s S

U x s t s s U x s t s s p sφ φ φ φ
− −

−
∈

′ ′ −∑   

[ ( ( , ( )), ( , ( )), )
i i

i i i i i i i i i
s S

U x s s t s s sφ φ
− −

− −
′ ∈

′ ′ ′ ′= ∑  

ˆ( ( , ( )), ( , ( )), )] ( | , )i i i i i i i i i i i i iU x s s t s s s p s sφ φ φ− − − −′ ′ ′−  

[ ( ( , ( )), ( , ( )), )
i i

i i i i i i i i i
s S

U x s s t s s sφ φ
− −

− −
′ ∈

′ ′ ′ ′= ∑  

( ( , ( )), ( , ( )), )] ( | ( ))i i i i i i i i i i i i iU x s s t s s s p s sφ φ φ− − −′ ′ ′−  

[ ( ( , ), ( , ), )
i i

i i i i i i i
s S

U x s s t s s s
− −

− −
′ ∈

′ ′= ∑ ( ( , ( )), ( , ( )), )] ( )i i i i i i i i i i iU x s s t s s s p sφ φ− − −′ ′ ′−  

0> .  (9) 
 
The first equality follows from the substitution of ( )i isφ− −  with is−′  and the 

definition of ˆ ( | , )i i i ip s s φ− − . The second equality follows from the consistency of φ . 
The third equality follows from the definition of ( , )x t′ ′  and the independence of 
prior probability. The last inequality follows from the Condition S.  

 
Case 2 (inconsistent deception):  
Since φ  is not consistent, then there exist i N∈  and s S∈  such that 
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ˆ( )[ ( | ( ))] ( | , )i i i i i i i i i ip s p s s p s sφ φ− − − −= ≠ .  

 
In the case of independent types, this ensures that there exists a function 
: iS Rμ − →  such that: 

 
( ) ( ) 0

i i

i i i
s S

s p sμ
− −

− −
′ ∈

′ ′ ≤∑ ,  (10) 

ˆ( ) ( | , ) 0
i i

i i i i i
s S

s p s sμ φ
− −

− − −
′ ∈

′ ′ >∑ .  (11) 

 
Define a transfer rule t′  such that for every s S∈ , ( ) ( ) ( )i i it s t s sμ −′ = + , 

1 1( ) ( ) ( )i i it s t s sμ+ + −′ = − , and ( ) ( )j jt s t s′ =  for all / { , 1}j N i i∈ + . It is clear that 
( , )x t′  satisfies inequalities (2) and (3) of Bayesian monotonicity. Since φ  is not 
consistent, : iS Rμ − →  can be designed so that whenever a deception is used, at 
least one agent obtains gains for proposing a non-zero transfer.  

Next, we show that Bayesian monotonicity implies Condition S. Suppose that 
( , )x t satisfies Bayesian monotonicity. In addition, suppose that a consistent 
deception φ  satisfies inequality (1). It is clear from Bayesian monotonicity that 
there exists i N∈ , i is S∈ , and another allocation rule ( , )x t′ ′  that satisfies 
inequalities (2) and (3). By the independence of prior probability and the 
consistency of φ , (2) is simplified as follows: 

 
( ( , ( )), ( , ( )), ) ( )

i i

i i i i i i i i i i i
s S

U x s s t s s s p sφ φ
− −

− − −
′′ ∈

′ ′′ ′ ′′ ′′∑   

( ( , ( )), ( , ( )), ) ( ).
i i

i i i i i i i i i i i
s S

U x s s t s s s p sφ φ
− −

− − −
′′ ∈

′′ ′′ ′′> ∑   (12) 

 
From (3), when i is s′′= , we have the following inequality.  

 
( ( , ), ( , ), ) ( )

i i

i i i i i i i i i
s S

U x s s t s s s p s
− −

− − −
′′ ∈

′′ ′′ ′′∑   

( ( , ( )), ( , ( )), ) ( ).
i i

i i i i i i i i i i i
s S

U x s s t s s s p sφ φ
− −

− − −
′′ ∈

′ ′′ ′ ′′ ′′≥ ∑   (13) 

 
From (12) and (13), we have 

 
( ( , ), ( , ), ) ( )

i i

i i i i i i i i i
s S

U x s s t s s s p s
− −

− − −
′′ ∈

′′ ′′ ′′∑   

( ( , ( )), ( , ( )), ) ( ),
i i

i i i i i i i i i i i
s S

U x s s t s s s p sφ φ
− −

− − −
′′ ∈

′′ ′′ ′′> ∑  (14) 
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which is inequality (6) of Condition S.  □ 
 

Remarks, The essential part of the proof of Proposition 1 is (9). Notice that the 
proof of the first equality of (9) depends on the assumption of private vales. It is easy 
to verify that in common values case the first equality of (9) does not generally hold. 
In addition, without the assumption of independence of prior probability the third 
equality of (9) does not hold. Next, for the number of agents ( n ) Dutta and Sen 
(1994a) extended their general characterization of Bayesian implementable social 
choice correspondences when 3n ≥  to the 2n =  case for economic 
environments. The environments will be satisfied if there is a transferable private 
good in which the utilities of both individuals are strictly increasing.9 Thus, 
assuming transfer payments in this paper, Proposition 1 holds for 2n =  case.  

An intuitive explanation of Proposition 1 is as follows. As mentioned in Palfrey 
and Srivastava (1993), in the environments satisfying the condition of NCD we can 
eliminate equilibria using simple and natural mechanisms, by specifying small side 
payments, or fines and rewards, that guarantee the implementation of an incentive 
compatible social choice function. Consider the example. There are two agents, 
each of whom has two types. That is, {1,2}N =  and { , }i H LS s s=  for 1, 2i = . 
Suppose that the agents’ types are independently distributed as follows: 

 
( )i Hp s q=  and ( ) 1i Lp s q= −  for 1,2i = . 

 
Suppose that 1 / 2q ≠ . It is easy to check that the condition of NCD is satisfied 

since 1 / 2q ≠ . Assume both agents are using strategy of always lying. Then either 
agent, say agent 2, is reporting Hs  with probability 1 q−  and Ls  with 
probability q . With truth telling, these probabilities are reversed. Without loss of 
generality, suppose 1 / 2q > . Now consider a transfer rule μ  in addition to the 
allocation rule ( , )x t , where the rule calls for agent 2 to pay $1 if agent 1 reports H , 
and for agent 1 to pay agent 2 1[ ]q

q ε− −  if agent 1 reports L . Such an ‘augmented’ 
allocation has the property that, for small ε , it makes agent 2 better off than ( , )x t  
if agent 1 is always lying. The above claim is true regardless of agent 2’s true type, 
since the transfer is constructed independent of his type. Thus, we can augment the 
direct mechanism to eliminate undesirable equilibria.  

Furthermore, WSSS condition ensures that, even though consistent deception is 
used, Bayesian monotonicity holds. To show this, we consider the following social 
choice function ( , )x t′ ′  such that, irrespective of agent i’s report, the social choice 
function ( ( , ), ( , ))i ix s t s⋅ ⋅ is implemented. This selectively eliminates the potential 
equilibrium when the agents use consistent deception. The reason why this holds is 
as follows. For any agent and his or her reported type, the expected utility which he 

____________________ 
9 Refer to Palfrey (2002). 
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or she obtains when all other agents tell the truth is equal to that when all other 
agents use consistent deception. Combined the above fact with WSSS condition, 
there exists an agent i  who uses the deception ( )i i is sφ ≠  and strictly prefers 
reporting his or her type truthfully to misrepresenting it. Using this fact, we can 
construct the augmented mechanism in which the deception is no longer an 
equilibrium.  

In addition, notice that Proposition 1 implies that, under NCD, SS is a sufficient 
condition for the Bayesian implementation in our environment with side payments. 
In a more general environment, Matsushima (1993) showed that under SSS 
Condition 1 is equivalent to Bayesian monotonicity. Now, in Proposition 2 we 
provide the logical relation between the WSSS condition and Condition 1 in our 
environment .  

 
Remark, Note that WSSS condition already incorporates the self-selection 
condition in its definition and it implies Bayesian monotonicity by Proposition 1. 
Thus, it is a sufficient condition for Bayesian implementation in our environment 
under quasi-linear utility function with side payments. A proof of the sufficient 
condition requires construction of a general mechanism as in Palfrey and Srivastava 
(1993). 

 
Proposition 2. Suppose that the agents’ types are independently distributed. Moreover, 
suppose that a social choice function satisfies SS. The social choice function satisfies 
Condition 1 if it satisfies Condition S.  

 
Proof. From Condition S, if a social choice function ( , )x t  satisfies inequality (1) 
for a consistent deception φ , (6) holds for some i N∈  and i is S∈ . Fix i N∈  
and i is S∈ . Consider the social choice function ( , )x t′ ′  such that, irrespective of 
the agent i ’s report, given a state of i is S∈ , the social choice function 
( , )( ) ( , )( , )i ix t s x t s s−′ ′ ′ ′= for all s S′∈ . 

At first, consider the lower part of inequality (7). By definition of ( , )x t′ ′  we have 
 

( ( , ( )), ( , ( )), ( )) ( ( , )), ( , ), ( ))i i i i i i i i i i i i i i i i i iU x s s t s s s U x s s t s s sφ φ φ φ− − − −′ ′ ′ ′ ′ ′= . 

 
Thus the lower part of inequality (7) can be written as follows:  
 

[ ( ( , ), ( , )), ( ))
i i

i i i i i i i i
s S

U x s s t s s sφ
− −

− −
′ ∈

′ ′∑  

( ( , ( )), ( , ( )), ( ))] ( )i i i i i i i i i i i iU x s s t s s s p sφ φ φ− − −′ ′ ′− 0≤ .  (15) 

 
The inequality follows from SS. 
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Now consider the upper part of inequality (7). From (9), we have the following: 
 

[ ( ( ( )), ( ( )), ) ( ( ( )), ( ( )), )] ( )
i i

i i i i i i i i
s S

U x s t s s U x s t s s p sφ φ φ φ
− −

−
∈

′ ′ −∑  

( ( , ), ( , ), ) ( ( , ( )), ( , ( )), )] ( )̀ 0
i i

i i i i i i i i i i i i i i i i i i
s S

U x s s t s s s U x s s t s s s p sφ φ
− −

− − − − −
′ ∈

′ ′ ′ ′ ′= − >∑ . 

 
Together the above inequality with (15), we have inequality (7) of Condition 1. □ 
 
 

IV. Discussions 
 
In contrast to our paper, Palfrey and Srivastava (1993) showed that if types are 

independent, NCD is satisfied, and there is a money good, then a social choice 
function is incentive compatible if and only if it is Bayesian implementable. Notice 
that this result does not assume private values environments. Given the Palfrey and 
Srivastava’s result, the issue here is whether or not NCD is satisfied in independent 
private values environments. If NCD is satisfied in the environments, conditions 
other than incentive compatibility are vacuous for Bayesian implementation. 
Therefore, it is important to provide an example of social choice function that 
satisfies incentive compatibility and Condition S, while NCD is not satisfied. Here 
we present two examples of the social choice function( , )x t  that satisfies WSSS 

condition in case NCD does not hold.  
 

Example 1. There are two agents, each of whom has two types. That is, {1,2}N =  
and { , }i H LS s s=  for 1, 2i = . There are four feasible allocations: , ,HH HLa a  

,LH LLa a , where ij kla a≠  except for { , }i k H L= ∈  and { , }j l H L= ∈ . The 
social choice function ( , )x t  is given by Table 1 below: 

 
[Table 1] Social choice function for Example 1 

 
 
  
 
 
 
 
 
 
Suppose that the agents’ types are independently distributed as follows: 
 

 Hs  Ls  

Hs  HHa  HLa  

Ls  LHa  HHa  

Agent 1 

Agent 2 
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1
( | ) ( )

2i j k i jp s s p s= =  for 1,2i =  and , { , }j k H L∈ . 

 
We can consider three cases for the possible forms of consistent deceptions:  
 
First case, consider the following (pure) deception: 

1( )H Ls sφ = , 1( )L Ls sφ =  and 2 2idφ = , where iid  is the identity function, i.e., 
( )i i iid s s=  for all i  and i is S∈ . This case means that agent 1 uses the consistent 

deception but agent 2 tells the truth. 

Clearly, 
1ˆ( | ) ( | , )
2i i i i i i ip s s p s s φ− − −= =  for 1,2i = .  

Thus, this deception φ  is consistent.  

 
Second case, consider the following deception: 

2( )H Ls sφ = , 2( )L Ls sφ =  and 1 1idφ = . This case means that agent 2 uses the 
consistent deception but agent 1 tells the truth. 

Similarly to the first case, it is easy to verify that the deception φ  is consistent. 
 
Third case, 1( )H Ls sφ = , 1( )L Hs sφ =  and 2( )H Ls sφ = , 2( )L Hs sφ = . 
Similarly to the first case, it is easy to verify that the deception φ  is consistent. 
 
In the above, we consider possible deceptions except pooling deceptions where 

some agents with different signals choose the same message, for example, 
( )i i Ls sφ =  for all i is S∈ . The reason is that when prior has full support, such 

pooling deceptions cannot be consistent deceptions. 
Now we consider the requirements to satisfy Condition S. For the first case, it 

suffices to check Condition S for the consistent deception φ  to satisfy inequality 
(1). In state ( , )H Hs s , we have 

 

1 2( , )( , ) ( , )( ( ), ( )) ( , )( , )HH H H H H L H LHa x t s s x t s s x t s s aφ φ= ≠ = = . 

 
Thus Condition S requires that inequality (6) be satisfied for agent 1 under the 

signal Hs , where 1( ) ( )H L Hs s sφ = ≠ . This condition is given by 
 

1 1 1 1

1 1 1 1
( , ) ( , ) ( , ) ( , )

2 2 2 2HH H HL H LH H LL HU a s U a s U a s U a s+ > + .  (16) 

 
In state ( , )H Ls s , similarly to the above state it is easy to show that Condition S 

requires that inequality (16) hold. 
In state ( , )L Hs s , we have 
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1 2( , )( , ) ( , )( ( ), ( )) ( , )( , )LH L H L H H H HHa x t s s x t s s x t s s aφ φ= ≠ = = . 

 
Thus Condition S requires that inequality (6) be satisfied for agent 1 under the 

signal Ls , where 1( ) ( )L H Ls s sφ = ≠ . This condition is given by 
 

1 1 1 1

1 1 1 1
( , ) ( , ) ( , ) ( , )

2 2 2 2LH L LL L HH L HL LU a s U a s U a s U a s+ > + .  (17) 

 
In state ( , )L Ls s , similarly to the above state it is easy to show that Condition S 

requires that inequality (17) hold. 
For the second case, it suffices to check Condition S for the consistent deception 

φ  to satisfy inequality (1). Similarly to the above case, those conditions are given 
by 

 

2 2 2 2

1 1 1 1
( , ) ( , ) ( , ) ( , )

2 2 2 2HH H LH H HL H LL HU a s U a s U a s U a s+ > + ,  (18) 

2 2 2 2

1 1 1 1
( , ) ( , ) ( , ) ( , )

2 2 2 2HL L LL L HH L LH LU a s U a s U a s U a s+ > + .  (19) 

 
In third case, since all agents use the consistent deception, by definition 

Condition S requires that either (16)~(17) for agent 1 or (18)~(19) for agent 2 be 
satisfied. 

From the results for three cases, Condition S requires that (16)~(17) for agent 1 
and (18)~(19) for agent 2 be satisfied. Therefore, in the above example we know 
that the combination of SS and Condition S (WSSS condition) is equivalent to SSS 
condition.  

Now we present an example in which the WSSS condition is weaker than SSS 
condition.  

 
Example 2. There are two agents who have three types, respectively. That is, 

{1,2}N =  and { , , }i H M LS s s s=  for 1, 2i = . There are nine possible states: 
( , )H Hs s , ( , )H Ms s , ( , )H Ls s , ( , )M Hs s , ( , )M Ms s , ( , )M Ls s , ( , )L Hs s , ( , )L Ms s , 
( , )L Ls s . The above states correspond to the following social choice function: 

( , ) ,i j ijx s s a=  where ij kla a≠  except for { , , }i k H M L= ∈  and { ,j l H= ∈  
, }M L . Suppose that the agents’ types are independently distributed as follows: 
 

( ) ( ) 1 / 4i H i Lp s p s= =  and ( ) 1 / 2i Mp s =  for 1, 2i = . 

 
As in the example 1, pooling deceptions cannot be consistent deception.  
In [Table 2], each row corresponds to a deception function iφ . And each cell in 
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the row represents the probability of observing a type is  given a specific deception. 
For example, given deception function D2 the probability of observing a type Ls  is 
1/2. The reason is that using D2 agent i  reports Ls  when his or her type is Ms . 
The deception D1 is a truthful revelation, i.e., ( )s sφ = . It is easy to check that the 
probability of observing a type given deception D6 is equal to that given deception 
D1. Therefore, the only deception D6 other than truthful revelation is consistent. 
Now we find additional requirements from Condition S. It suffices to check the 
condition for the above consistent deception D6 satisfying inequality (1).  

 
[Table 2] The probability of observing types given the deception function 
 

Deception function Hs  Ms  Ls  

D1 ( )i H Hs sφ = , ( )i M Ms sφ = , ( )i L Ls sφ =  1/4 1/2 1/4 

D2 ( )i H Hs sφ = , ( )i M Ls sφ = , ( )i L Ms sφ =  1/4 1/4 1/2 

D3 ( )i H Ms sφ = , ( )i M Hs sφ = , ( )i L Ls sφ =  1/2 1/4 1/4 

D4 ( )i H Ms sφ = , ( )i M Ls sφ = , ( )i L Hs sφ =   1/4 1/4 1/2 

D5 ( )i H Ls sφ = , ( )i M Hs sφ = , ( )i L Ms sφ =  1/2 1/4 1/4 

D6 ( )i H Ls sφ = , ( )i M Ms sφ = , ( )i L Hs sφ =  1/4 1/2 1/4 

 
As in the above example we can consider three cases for the possible forms of 

consistent deceptions. For instance we have the deception for the first case 
 

1( )H Ls sφ = , 1( )M Ms sφ = , 1( )L Ls sφ =  and 2 2idφ = .  

 
For brevity, let ( , ) ( )( , )(| ( ))i

i i ix t P s x t sφ⋅�  denote 

 
( ( ), ( ), ) ( ) ( ( , ( )), ( , ( )), ) ( )

i i i i

i i i i i i i i i i i i i i i i
s S s S

U x s t s s p s U x s s t s s s p sφ φ
− − − −

− − − −
∈ ∈

>∑ ∑ . 

 
From the results for three cases, it is easy to check that condition S is satisfied if 

the following conditions hold: 
 

1( , ) ( )( , )( | )H Lx t P s x t s⋅� , 2( , ) ( )( , )( | )H Lx t P s x t s⋅� , 
1( , ) ( )( , )( | )L Hx t P s x t s⋅� , 2( , ) ( )( , )( | )L Hx t P s x t s⋅� .  (20) 

 
However, in the example the SSS condition states requires that 
 

( , ) ( )( , )( | )i
j kx t P s x t s⋅� , where 1, 2i =  and , ,j k H L M≠ = .  (21) 

 



The Korean Economic Review  Volume 29, Number 2, Winter 2013 444 

Therefore, in the above example the social choice function satisfies WSSS but 
does not satisfy SSS when NCD does not hold. The reason is that (20) implies (21) 
but the inverse does not hold. 

Throughout this paper, we have restricted attention to the case where values are 
private. Whether or not the results in this paper are robust with respect to common 
values remains to be investigated. Moreover, our results consider pure deceptions 
(strategies). Whether the results can be extended to mixed Bayesian implementation 
using mixed deceptions (strategies) is an open question.  
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