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THE SIMPLIFIED ESTIMATION
OF A NONLINEAR SIMULTANEOUS EQUATIONS MODEL WITH SELECTIVITY

Hoe KyunG LEe*

I. INTRODUCTION

Research by Amemiya (1974) and others (for instance, Heckman (1974), Nelson and
Olson (1978)) provided a basis for the alternative methods to the estimation of
censored linear simultaneous equations models. The methods suggested are two-step
procedures in which the reduced forms are explicitly specified. It has been shown
that the resulting estimators have desirable properties.

When the simultaneous equations censored-data model is nonlinear in endogenous
variables, those methods are not applicable since the reduced form, in general,
cannot be expressed in closed form due to the nonlinearity of the variables.
Theoretically, maximum likelihood (ML) estimation can be applied to the structural
model, but in practice it may cause serious computational difficulties since the
likelihood function has multiple integrals which, in general, have to be calculated
numerically, In this study an alternative procedure to ML is proposed which alleviates
the computational burden.

The remainder of this paper is organized as follows. Section two discusses the
problems arising from ML with a simplified two-equations nonlinear model, and
formulates an alternative two-step procedure. Throughout the steps, the quasi-ML
estimation is used. White(1982) and Domowitz and White (1982) showed that the
quasi-ML estimators under suitable conditions provide the consistent estimates for the
parameters which minimizes the Kullback-Leibler(1951) information, The Monte Carlo
experiments are presented in section three, We have concentrated on the performance
of the alternative procedure in doing the experiments because we know the large
sample properties of the ML estimator and the experiments with ML take a substantial
amount of computational cost. The results of the Monte Carlo study comparing dif-
ferent parameter values and different sets of exogenous variables in the approximation

are discussed. Some concluding remarks are included in section four.
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I.THE MODEL and ESTIMATORS

The most general form of the censored nonlinear simultaneous equations system

may be specified as follows along with the appropriate selection rules :
(1) kz(”, Xt, rz}'__ull i=l."',G and t=1,“',T

where Y, is a vector of endogenous variables, X, is a vector of exogenous variables,
r. is a vector of unknown parameters, and wu. is a scalar independent identically
distributed random variable, Nonlinear simultaneous models without censoring or
truncation have been studied extensively (for instance, Kelejian(1971), Goldfeld and
Quandt (1968), Amemiya (1974, 1975, 1977)). In this section, we set up a simplified
nonlinear censored model and examine what causes the diffculties in applying the
maximum likellhood method and propose an alternative to ML,

The simplified version of (1) which will be considered here has the following
features : (i) it has two endogenous variables g, y. ; and (i) both endogenous
variables are censored or truncated under the single selection rule : and (iii) the
model is nonlinear only in variables, Within the group of models specified by (i) - (iii)
is (2) below.

2) vyt = ayl + XuB + un
log ylzkt = “‘z.’/,lkf + Xuf, + oun

Yo = yh if y% >0
= 0 otherwise
Y = y% ift g% >0
= unobserved otherwise

where X, is a (1X K,) vector of exogenous variables, 4. is a (K.X1) vector of
parameters, and «, is a scalar parameter. In (2) y¥, y§ are the unobservable latent
variables and y,., y, are their observed counterparts respectively. We assume that
the distribution of wu,. and wu, is bivariate normal with mean =zero and
variance-covariance . The immediate application of the model of this type would
be a simultaneous system for the labor demand and supply relationships where y,,
is the hours of work and y, is the market wage rate. Then, the first equation of
(2) can be regarded as the labor force participation equation and the second one
can be the market wage determination equation.

We also assume that a,a,{0 which guarantees the unique solution for yJ, y;i.
In other words, ,a,{0 is a sufficient condition for the one-to-one transformation be-
tween (u,, u,;) and (¥}, y¥) so that the Jacobian of the transformation can be
used in specifying the distribution function of (y¥, y¥). We will assume specifically
;>0 and «,{0 in the remainder of this paper. The restrictions on the parameters
of the endogenous variables may be referred to the internal or logical consistency
condition for the nonlinear censored model (for the linear case, see Schmidt (1981)).
However, unlike the linear case it does not seem to have the general condition for

the internal consistency due to the functional form which defines the nonlinearity.
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It can be easily shown that the model (2) is identified by the theorems on identifying
nonlinear models provided by Fisher (1966).

1. Maximum Likelihood Estimation

The likelihood function for (2) can be written as
© L=114, ., (Y o ) T P(y; < 0)

={7Lu“a (yn_ @Yy - XuBy log ¥,,~ @y, ~ X, 8, ) |1/y,,-dr a,‘
0 (o
' IoI LI,, fuu“a (yu" @Yy — XuBy log Y.~ XY, X8, )
|1/ Yo - @@ dy, dy,

Since the integration cannot be done analytically, it must be numerically at each
function evaluation, and it is computationally burdensome. If there were additional
censored variables y,, j=3, 4, .-, then these multiple integrals could cause serious
computational diffculties. These problems lead us to consider other procedures which
could alleviate the computational burden. '

Because the distribution function for (y¥%, y¥) involves the infinite intervals of
integration, it should be transformed to a manageable distribution function in order
to do the numerical integration. Because of the nonlinearity there does not seem to
be a general way to find a manageable distribution function of (y¥, y¥)which can
be handled relatively easily on the computer. However, for our specific model (2),
it is possible to transform the distribution function into the one which has a single
integral so that a proper method of numerical integation can be applied with much
less error bounds.

2. An Alternative Procedure to the ML Estimator

A natural step to reduce the computational difficulties caused by the two multiple
integrals in structural ML would be to use the concept of the two stage estimators
of various kinds by thansforming the structural model to the reduced form equations.
The obvious problem is then in general the reduced form cannot be expressed in
closed form due to the nonlinearity in endogenous variables. A quasi-reduced form,
however, may be defined by taking conditional expectations of functions of endo-
genous variables on the r.h.s. of each equation with respect to the exogenous
variables. The conditioned variables, then, either be the observed y:. or be the
unobserved latent variables y*. It would be more appropriate to use y¥ then y.
as conditioned variables, because we know X, even when y¥ = 0.

Let us take the conditional expectation of the functions of the latent variables.

Since y¥% and y¥ appear on the r.h.s. of each equation we have
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4) B X)) = k(X))
E(ﬁz'&) = hu (X))

provided the expectations exist. Thus the quasireduced form may be written as

5) vt hi(X) + en
vh = ha(X) + en
Yy =gk if y% >0
=0 otherwise
Yo =yh if vy > 0
= unobserved otherwise

The equations 4. (X.) and the error structure of €,, are unknown. However, we have
the realized y.. for each y% which induces us to use the ML technique to get a good
predictor of y.. in the Kullback-Leibler information context.

Let us assume that A; (X,) are approximated by X,R. which are linear functions

in quasi-reduced form parameters. Then

6) v = X.R, + v,
y¥ = XR, + vy
yu =gk if ¥h >0
=0 otherwise
Yoo = yi if y% > 0
= unobserved otherwise

and the quasi-likelihood function is
M L =l,,7fvu vy (Ye = X R y2 - X, R,) .107 P(y; $0)

The use of the quasi—ML estimator as a way to get a good predictor of y:; can
be explained by the following theorem which is a modification of White (1982),
Domowitz and White (1982)

Assumption 1. The random vectors v:= (v, v,:) have the joint distribution func-
tion G.(v.) on a measurable Euclidean space (1, and have measurable joint density
function g¢.(v).

Assumption 2. Assumed joint distribution function F,(v, &) have the joint density
function f.(v,,8) which are continuous in 6 for each v in { and measurable in v
for each € in 6.

Let &: be the quasi-ML estimator which is the solution to

(8) Min 8.(v,0) = 1/TZX logL

where
L= {T¢:(yn - X, R,y X, R,)

0 (0
' {I LI, #:(Ye = X Ry, yo~ X, R,) dy,, dy,
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The measurability of 6, is proved by Jenrich(1969). Also let 8* be the parameter
vector which solves

(9) Min E(1/T X1:(g:sf:,6r) )

where I (g.;f, 8r) is the Kullback-Leibler information defined as

(10 g.(v,)
Je(v,6)

N 9.(v,)
g fg ('U,.e)

J

)
1(9,:5,.6) = E [log

:Il - g, (v,) dvy,

Assumption 3. E(log g.(v.)) exists and |log f (v,0)| =< K(v,) for all € in 8,
where K(v,) is integrable with respent to the probability distribution function F,.
Then we have the following theorem

Theorem 2.1 Under the assumptions 1,2 and 3, the quasi-ML estimator &
converges stongly to 6%

Proof follows immediatly from Theorems (2) and (5) of Domowitz and White
(1982) . their theorem (2) ensures

|8r(v,0) - E[1/T Z1:(ge;f, 0)1) oo >0
uniformly for all € in @ and stong consistency of 8; to 0¥ is provided by their theorem
(5)

If the random vectors v, are i.i.d, then theorem (2) of White (1982) is a special
case of theorem (3.1). For simplicity, we will adopt the i.i.d assumption of v, and
use quasi-ML estimation for the model (2).

Let the quasi-ML estimator be IAh, 1=1,2. Then at the second step, for positive

Yit.
(11) Y = a ¥ + X + up
= al(X¢R2+l//;¢) + Xltﬁl +  uy
= alX¢R2 + Xl!ﬁl + T
where

he = (11)7\)2! + .
Similarly, for y,.,

(12) y2r = ayne + XouBe + un
QZXQC Rl + thﬂz + Mt

il

where
A
Mt = vy + %y

Following the same line of reasoning in the first step, let the quasi-ML estimators
&,, &, /ﬁ, E be the solutions of the quasi-likelihood function
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L =10, (9,- € XR: - XuB, log ¥, ~ @, X. R, - X,,8,)

IoI P(y:<0).

Then 3(., fzg ,@,, and /§, converge strongly to af, «F A¥ and B¥ respectively which
minimizes the Kullback-Leibler information of the suitable form. It should be noted,
however, that &, :Az‘,, ﬁl, and 32 will not necessarily be consistent estimates of
the structural parameters. Because of the approximations at both steps, it is very
hard or may not be possible to get analytic asymptotic properties of the alternative
procedure. It may, then, be worth investigating the quality of the procedure by the
Monte Carlo experiments.

. MONTE CARLO EXPERIMENTS

1. The Model and Estimators

In this section, the simplified nonlinear censored simultaneous equations model

(13) is investigated.

13) % = awyf + B+ Bua + ou .
log y¥% = ayf + BuTy + uy
Y =gk it y¥ >0
=0 otherwise
Y =y¥ if % >0
= unobserved otherwise

where z,,, X, are scalar exogenous variables, (u,;, u,) is bivariate normal with mean
2

o’ 0.2]

2 For the purpose of reducing the
UZI 62

zero and variance-covariance [

computer time, the constant term of the second equation is excluded and the
covariance o0,, between u,, and wu, is assumed to be zero.

Two estimators are examined in this study ; the maximum likelihood estimator
applied to the stuctural model and the alternative procedure. We have concentrated,
however, on the behavior of the alternative procedure, and the ML technique was
tried only to get the standard errors in the ML estimates. The main reason not to
focus on ML estimation for the structural model is that the asymptotic properties of
ML are already known and the computational cost of ML was too expensive {o do

several sampling experiments,

2. Design of Experiments and Generation of Data

The sampling experiments reported in this study were performed in order to ex-
plore the effect of three main characteristics on the performance of the alternative
procedure, They are the degree of censoring, the variation in the disturbances which
corresponds to the R? and the distributional assumption of the data generating

mechanism. The degree of censoring plays an important role in examining the quality
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of estimators in the tobit-type models. Throughout the study the constant term 45,
was chosen to be the parameter determining the desired degree of censoring. We
take two different degrees of censoring, fifty and twenty percent for the main twelve
experimets, and additional five different ratios of censoring especially for the normal
distribution with zero mean and unit variance. To examine the effect for the variation
in the disturbances, two types of variance of u, and u, are employed which cor-
respond to the R?® of about 5 and 3 respectively in the regression equations before
censoring. For the normal distriution, R*® of 1 was also tried. These R¥s were picked
since the real life censored data usually yield low R%s.

It is often criticized that in the tobit model ML estimators under the normality
assumption do not yvield consistent estimates in general when the true distribution is
not normal. (See Arabmazar and Schmidt(1982)). The proposed alternative procedure
suffers the same problem, and it may be interesting to see the sensitivity of this
estimator under the different distributional assumptions. In this study, normal, uni-
form, and Laplace distributions with the same mean and variance are used to see
the robustness of the alternative estimator.

T.'s were drawn from the unit normal distribution, and u.'s were selected from
the normal, uniform, and Laplace distributions. For all three distributions means were
set to zero and the variances to 1 and 1.96 which correspond to the R*'s of .5 and
. 3 before censoring respectively, In deciding the true parameter values, we have tried
to retain about equal variation of each r.h.s. variables. For given x.. and u., y¥*.
can now be obtained, and in our model it must be done numerically since there is
no closed reduced form. A group of uncensored y¥ and y¥ can then be generated
by successive drawings on u,, u, with x,, fixed. If y¥ which is obtained from the
first equation of (13) after inserting calculated y¥ into that equation is positive, both
y¥ and y¥ are recorded as y,: and y,. respectively. If y¥ turn out to be
nonpositive, zeros are assigned to y,, and “unobserved’to y,:

Because the alternative estimator need be consistent in general and it dose not
have the analytic asymptotic distribution, we chose relatively large sample size of 1200
to examine the qualiy of the estimator empirically in a large sample context. The
number of repetitions for each experiment was chosen to be two hundred and fifty,
This number seems to be enough to trace out the empirical distributions for the
alternative procedure which does not have desirable asymptotic properties.

For ML estimation, the probability that y¥ is nonpositive must be calculated, and
in many cases it must be done numerically. As noted in section two, direct application
of a numerical method to the multiple integrals which have infinite intervals may well
be prohibitively costly. It could also produce inaccurate results due to the cumulated
errors so that the numerical quality of estimators may be unreliable. However, for
the specific model (13), it is possible to transform the double integration problem
into single integration which is numerically tractable and also provides more accurate
results. The cost of ML from this transformed likelihood function turned out to be

almost thirty times more expensive than that of the proposed alternative procedure.



88
3. Results of the Experiments

The results from the twelve main experiments are summarized in Table 1-4. The
last three columns of Tables 1-4 give the mean values of the estimated parameters
from two hundred and fifty repetitions under the different distributional assumptions.
Throughout the tables, the standard errors from the empirical distributions are reported
in parentheses below the mean values of the estimates. Table 1 and 2 show that
under fifty percent censoring the alternative procedure yields biased estimates, as
expected, for all parameters except 5,,. These biases, however, shrink quickly when
the degree of censoring decreases to twenty percent as shown in Tables 3-4.

In examining the effect of the degree of censoring, several more experiments
were done with the unit normal distribution and the results are presented in Tables
5. These tables show that as the degree of censoring declines the asymptotic biases
approach to zero uniformly for all estimates except 8, ' 8, shows stable estimated
results throughout the experiments. Table 5 also shows that the standard errors of
a, tend to increase as the degree of censoring decreases below thirty to forty percent.
«, is the parameter of the r.h.s. endogenous variables y# of the first equation in
(13), and this phenomenon may result from the decrez}sing variation in y, because
the straight line of the first equation shifts to the right and cuts the relatively flat
portion of the curve corresponding to the second equation as the degree of censoring
declines. In other words, after some point of the degree of censoring, the increasing
trend of the standard errors of a, due to the smaller variation in y., overpowers the
decreasing trend resulting from taking more information due to lower censoring.

The alternative procedure appears to be robust to a variety of distributional
assumptions of the true error structure. There is no indication that the alternative
procedure produces better estimates under normality than any other two distributions.
With fifty percent censoring, the estimates except 5,, are rather improved under the
Laplace distribution, and with twenty percent even the uniform distribution yields better
results for some parameters than the other two. It is not surprising that the alternative
procedure shows robustness to the three assumed distributions since the underlying
true distribution for quasi ML estimation at both steps were unknown and may not
belong to any of the assumed distributions,

It is also observed from Table 6 that at fifty percent censoring the asymptotic
biases of the estimates become greater as the variation in the disturbances increases,
that is, as the R? decreases. This has been expected since the explanatory power
of the r.h.s. variables diminishes or more variables are excluded from the r. h. s,
as the variance of the disturbances increases. However, Tables 1-4 indicate that the
differences in estimates arising from different variations decrease when the degree
of censoring becomes twenty percent.

The quality of approximations of the unknown functions at the first step was also
investigated by employing linear, quadratic, and cubic functions separately as
approximating functions. The results are reported in Table 7 and they show that the
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estimates are not uniformly improved as higher order terms of x; are used in the
approximation. It indicates that the better approximation of the quasi reduced form
equations of the nonlinear model investigated in our study may be found with some
other functions than the second or third order polynomial approximation.

V. CONCLUSION

We have investigated the nonlinear censored simultaneous equations model which
is directly related to the labor supply model. We have shown how the application
of maximum likelihood estimation to the structural model causes difficulties in practice.
The main reason may be summarized as (i) the computational cost, (i) the difficulty
of locating the optimum, which may result from the cumulated errors in calculating
the probability, P (yf=0), numerically, and (i) the difficulty of specifying the man-
ageable distribution function for calculating P(yY%=<0) in the likelihood function. The
proposed alternative procedure employs quasi-ML estimation at both first and second
steps : reduced form parameters are estimated after specifying the quasi-reduced form
at the first step, and the fitted values of the functions of r. h.s. endogenous variables
are substituted into the structural equations to estimate the structural parameters at
the second step. Because obtaining the analytic sampling distribution of the alternative
estimator appears to be intractable due to the difficulty arising from the successive
approximations of the unknown functions at both steps, Monte Carlo experiments were
done to examine the performance of the alternative procedure. It has been shown
that the asymptotic biases of the estimates from the alternative procedure approach
zero as the degree of censoring decreases. Monte Carlo study also shows that the
alternative procedure may serve at least obtaining the starting points of ML estimation,
if available, of the structural model. Since the alternative estimator was explored for
the specific model directly related to the labor supply equations, a further research
would be the development of a more general treatment of the estimation problem in

the general nonlinear censored simultaneous equations models.
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[Table 1] Average Values of Estimates

Mean (, Variance 1

Fifty Percent Censoring

91

Truth Normal Uniform Laplace

a 1 0. 880 0. 852 0. 930
(0. 069) (0. 064) (0. 081)

B -1.5 -1. 293 -1. 238 -1. 391
(0. 136) (0. 128) (0. 157)

Bz -1 -0. 987 -0. 976 -1. 017
(0. 065) (0. 059) (0. 079)

a, -1 -1. 129 -1. 157 -1. 096
(0. 085) (0. 085) (0. 090)

Baz 1 1.132 1.150 1. 111
(0. 059) (0. 058) (0. 061)

[Table 2] Average Values of Estimates
Mean 0, Variance 1.96, Fifty Percent Censoring

Truth Normal Uniform Laplace

Aun=-17 Bu=-1.8 Bu=-1.6

a, 1 0.835 0.785 0.915
(0. 085) (0. 077) (0. 102)

B -1. 377 -1. 357 -1. 464
(0.179) (0.170) (0. 206)

Bz -1 -0. 986 -0. 968 -1. 037
(0. 081) (0. 073} (0. 101)

a, -1 -1. 200 -1. 278 -1.125
(0. 125) (0. 136) (0.123)
Bez 1 1. 202 1. 240 1. 163
(0. 088) (0. 091) (0. 087)




[Table 3] Average Values of Estimates
Mean (, Variance 1, Twenty Percent Censoring

Truth Normal Uniform Laplace
a, 1 0. 957 0. 947 0. 971
(0. 082) (0. 081) (0. 082)
Bu .1 0.137 0.136 0.138
(0. 074) (0. 076) (0. 069)
Bz -1 -0. 992 -0. 981 -1. 006
(0. 043) (0. 043) (0. 047)
a, -1 -0. 998 -0. 992 -1. 007
(0. 027) (0. 028) (0. 027)
Baz 1 1. 030 1. 028 1. 035
(0. 036) (0. 036) (0. 035)

[Table 4] Average Values of Estimates

Mean 0, Variance 1.96, Twenty Percent Censoring

Truth Normal Uniform Laplace
Bu=.3 Bu=.4 Bu=.2
a, 1 0. 947 0. 955 0. 959
(0. 116) (0. 126) 0.113)
Bu 0. 341 0. 400 0. 265
(0. 106) (0.118) (0. 098)
Bz -1 -0. 990 -0. 981 ~1. 009
(0. 059) (0. 062) (0. 064)
a, -1 -0. 982 -0. 963 -1. 003
(0. 033) (0. 033) (0. 035)
Bz 1 1. 033 1. 019 1. 047
(0. 049) (0. 048) (0. 049)
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[Table 5] Changes in the Degree of Censoring (70-10%)

N, D
Truth 70% 60% 50% 40% 30% 20% 10%
An=-2.8 Bu=-2.1 B,=-1L5 B,=-1.0 B,=-4 B,=.1 43s=.9
1 0. 859 0. 861 0. 880 0.901 0. 931 0. 957 0. 986
(0. 087) (0. 070) (0. 069) (0.069) (0.073) (0.082) (0.106)
-2. 387 -1.785 -1. 293 -0.863 ~0.328 0.137 0.910
(0. 280) 0.177) (0. 136) 0.105)  (0.082) (0.074) (0. 065)
-1 -0. 978 ~0. 978 -0. 987 -0.990 ~0.992 -0.992 -0.992
(0. 096) (0. 076) (0. 065) (0.053) (0.047) (0.043) (0. 041)
-1 -1.101 -1.170 -1. 129 -1.066 -1.015 -0.998 -0.993
(0. 130) 0. 119 (0. 085) (0.058) (0.039) (0.027) (0.018)
1 1. 085 1. 140 1.132 1. 098 1. 056 1. 030 1. 008
(0. 070) (0. 069) (0. 059) (0.050)  (0.041) (0.036) (0. 033)
[Table 6] Changes in R* Fifty Percent Censoring
R*=.5 R*=.,3 R?=.1
Truth N(0, 1) N (0, 1. 96) N (0,9)
Ai=-15 Bu=-1.7 Au=-2.7
@, 1 0. 880 0. 835 0. 762
(0. 069) (0. 085) (0. 166)
Bn -1. 293 -1. 377 -1. 890
(0. 136) (0.179) (0. 473)
Bz -1 -0. 987 -0. 986 -0. 990
(0. 065) (0. 081) (0. 162)
a, -1 -1.129 -1. 200 -1. 359
(0. 085) (0. 125) (0. 311)
Baz 1 1.132 1. 202 1. 363
(0. 059) (0. 088) (0. 222)
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[Table 7] Higher Order Terms in X
N (0, 1)
Fifty Percent Censoring

Truth Linear Quadratic Cubic

a, 1 0. 880 0. 865 0. 838
(0. 069) (0. 071) (0. 070)

An -1.5 -1. 293 -1. 280 -1.244
(0. 136) 0. 141) (0.137)

Bz -1 -0. 987 -0. 992 -0. 987
(0. 065) (0. 070) (0. 069)

a, -1 -1.129 -1.125 -1. 115
(0. 085) (0. 083) (0. 081)

Baa 1 1.132 (1133 1.128
(0. 061)

(0. 059) (0. 063)




